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1. Introduction

In the field of computer vision, motion video understanding has become one of the most important tasks. When opposed to static images, the temporal feature of video provides considerably better representations of the real world, such as interactions between objects, human behaviors, and so on. The procedure of predicting the future has gained the attention in the research field in a variety of fields [3].

Human motion prediction aims to analyze a subject's behaviors based on observed sequences and to produce future body motions. The approaches which based on Deep learning have outperformed traditional methods on pixel based problem and skeleton-based problem such as 3 Dimension poses estimation [24] and actions recognition [7], [11], [19].

The modelling of human motion is a classic problem at the confluence of graphics and computer vision, with applications ranging from human-computer communication to motion synthesizing to virtual and augmented reality motion prediction. Based on the success of deep learning techniques in a variety tasks of computer vision, researchers have recently focused on using deep recurrent neural networks (RNNs) to model human motion, with the aim of learning time-dependent representations that perform tasks like predicting short-term human motions and synthesizing long-term human's motions [15].
One of the deep neural network methods which has been used in this paper is convolutional neural network with variational auto encoder (CNN-VAE) model and LSTM model. In this paper the wavelet transform has been used with CNN-VAE model to analyze the input data to multi Structure scales and to make the time of training and testing faster.

2. Related Work

Below are some related works clarify some methods used for predicting the human motion.

K. Fragkiadaki et al., in 2015 [5], they proposed a model of Encoder-Recurrent-Decoder (ERD) to recognize and predict the position of human body in video and in motion capture. The human motion temporal dynamic learned by a long short term memory (LSTM) model. They constructed a nonlinear transformation to encode the features of human pose and decode the LSTM output. They tested representations of ERD architectures to generate motion capture (mocap), labeling pose of body and predicted it in video. They tested this model on the dataset named H3.6M [4], which is consider largest dataset for video pose.

P. Ghosh et al., in 2017 [6], Proposed a modern framework to learn the models of spatio-temporal motion prediction from data only. This approach, known as the Dropout Autoencoder LSTM (DAELSTM), will synthesize natural sequences of motion over long-term horizons without drastic drift or loss of motion. This Dropout Autoencoder (DAE) then is used by a 3-layer LSTM network to filter each expected pose, reducing the accumulation of associated errors and, subsequently, drifted over time.

R. Villegas et al., in 2017 [20], proposed a deep neural network to predict future frames of realistic video sequences. To solve complicated development of pixels in video, they proposed decomposing motion and content, two main components producing dynamics in video. This model built for pixel level forecasting by the Encoder-Decoder Convolutional Neural Network and Convolutional LSTM, which separately identify the spatial structure of an image and the associated temporal dynamics. Trying to predict the next frame by separately modeling motion and content decreases the conversion the extracted features of content to the next frame content by the motion features defined, which simplifies the prediction job. They evaluated the proposed system on videos of human motion, using KTH, Weizmann action, and UCF-101 datasets.

C. Li et al., in 2018 [14], they presented a new approach built on convolutional neural networks (CNN) for modelling human motion. The encoder of the long-term and encoder of the short-term have the same architecture, i.e. the CEM, which consist of three convolution layers and one fully connected layer. For each convolution layer the number of feature maps was 64, 128 and 128, and for fully connected layer the number of the output nodes was 512. A stride number for each convolution layer is set 2 to capture the long term correlations and enhance the accuracy of prediction. So they suggested a model of convolutional sequence-to-sequence to predict human motions. They adjusted 2 types of convolutional encoders, the encoder of long-term and encoder of short-term, so that the information of the both distant and temporal motion used to predict the future. In the long term prediction this model outperform on state-of-the-art RNN models, in the testing, they used 2 datasets: the dataset named Human 3.6M [4] and dataset named Motion Capture CMU.

Y. Li et al., in 2018 [13], proposed a conditional variational autoencoder (cVAE) dependent on probabilistic models, for modeling the uncertainty. There are two unique attributes of their probabilistic model. Firstly, this model is a 3D-cVAE, i.e. the autoencoder is built in an architecture of spatialtemporal convolutions used to predict consecutive optical flows. Secondly, is the method of frame generation named the Flow2rgb model, the model will "imagine" the existence of the next frame by flow and start frame. A spatial temporal correlations and future uncertainty have been modelling in a 3D-cVAE model. For evaluating the model they testing their algorithm on 3 datasets. The KTH dataset, and 2 datasets the Waving Flag and Floating Cloud which collected form website. These 2 datasets represent dynamic texture videos.

K. Xu et al., in 2018 [23], They proposed a novel edge guided for network of video predictions, that in the first modelling the frame edges dynamic and forecast the frame edges in future, then the frames in future have been generated based on the guidance of future frame edges. This network includes of
modules the module of edge prediction based on the ConvLSTM and the frames of edge guided generation module. The experiments applied on KTH human action data and this model show the result was better than others especially with long term prediction.

P. Liu, H. Zhang, W. Lian, and W. Zuo, in (2019) [12], they proposed a novel model called multi-level wavelet CNN (MWCNN), the proposed model achieved good trade-off between the size of receptive field and computational efficiency. This is done by embedded the wavelet transform into CNN structure which leads to minimize the resolution of feature map while at the same time, maximizing receptive fields. The proposed model improved the detailed filters and generalizing average, and can be used in image restoration processes. The results of experiments show the effectiveness of the novel model MWCNN for some functions like image denoising, single image super-resolution and removal artifacts in JPEG image and object classification.

3. The Preprocessing Data

In this stage the video has been framing and each frame has been processed by transforming the data from spatial domain to frequency domain using wavelet transform and the coefficients have been normalized from range [0,255] to range [0,1].

**Discrete Wavelet Transform (DWT)** decomposes the given image into one low-frequency sub-band and three high-frequency sub-bands using the property of dilations and translations by a single wavelet function called mother wavelet [22].

Haar wavelet transform is the oldest and most basic of the wavelet systems has constructed from the Haar basis function. The equations for forward Haar wavelet transforms and inverse Haar wavelet transform, are given by:

**a) Forward Haar Wavelet Transform (FHWT)**

Given an input sequence (xi) i=0...N-1, it is FHWT produce (Li) i=0...N/2-1 and (Hi) i=0...N/2-1 by using the following transform equations [22]:

1. If N is even

\[
\begin{align*}
L(i) &= \frac{x(2i) + x(2i + 1)}{\sqrt{2}} , \quad i = 0 \ldots \left(\frac{N}{2}\right) - 1 \\
H(i) &= \frac{x(2i) - x(2i + 1)}{\sqrt{2}} , \quad i = 0 \ldots \left(\frac{N}{2}\right) - 1
\end{align*}
\]

(1)

2. If N is odd

\[
\begin{align*}
L(i) &= \frac{x(2i) + x(2i + 1)}{\sqrt{2}} , \quad i = 0 \ldots \left(\frac{N-1}{2}\right) \\
H(i) &= \frac{x(2i) - x(2i + 1)}{\sqrt{2}} , \quad i = 0 \ldots \left(\frac{N-1}{2}\right) \\
L\left(\frac{N+1}{2}\right) &= x(N-1)\sqrt{2} \\
H\left(\frac{N+1}{2}\right) &= 0
\end{align*}
\]

(2)

**b) Inverse Haar Wavelet Transform (IHWT)**
The inverse one-dimensional HWT is simply the inverse to those applied in the FHWT; the IHWT equations are [22]:

1. If $N$ is even

$$x(2i) = \frac{L(i) + H(i)}{\sqrt{2}}, \quad i = 0 \ldots \frac{N}{2} - 1$$

$$x(2i + 1) = \frac{L(i) - H(i)}{\sqrt{2}}, \quad i = 0 \ldots \frac{N}{2} - 1$$

2. If $N$ is odd

$$x(2i) = \frac{L(i) + H(i)}{\sqrt{2}}, \quad i = 0 \ldots \frac{N-1}{2}$$

$$x(2i + 1) = \frac{L(i) - H(i)}{\sqrt{2}}, \quad i = 0 \ldots \frac{N-1}{2}$$

$$x(N - 1) = L \left( \frac{N + 1}{2} \right) \sqrt{2}$$

4. Convolution Neural Network (CNN)

CNN is a very popular model for deep learning. These are especially appropriate for images as inputs, but they are often used in other tasks e.g. text, signals and other continual responds. The key distinction between CNN and other NN types is that the CNN input is an image, whereas the NN input is a numerical value (e.g. a feature vector). CNN includes three layers which are convolution layers, max-pooling or average-pooling layers, and fully-connected layers [1],[9],[8].

5. Variational Autoencoders

A variational autoencoder is an architectural that combines an encoder and a decoder and is trained to reduce the reconstructed errors between encoded-decoded data and the original data. However, in order to incorporate some regularization of the latent space, the encoding-decoding process has been somewhat modified: rather than encoding an input as a single point, it has been encoded as a series of points over latent space [17].

6. Long Short Term Memory (LSTM)

Long Short-Term Memory (LSTM) networks are a more advanced version of recurrent neural network. Hochreiter and Schmidhuber (1997) proposed it as a solution to the vanishing gradient problems in the simple RNN. In many investigations, LSTM has been shown to be reliable and powerful for learning long-range dependency [18], [4], [16]. Fig.1. illustrate the structure of LSTM.
7. The Proposed System

In the proposed system CNN-VAE model and LSTM model have been used to learn the representation of the input subband frames (LL) which acts the human motions such as (walking, boxing and waving). CNN-VAE model including cnn-encoder and cnn-decoder. The encoder receive the features from cnn and representing as latent variables by compute the variance ($\sigma$) and mean ($\mu$) values and used in sampling operation using equation (5).

$$Sampling = \mu + \exp(0.5 \cdot \sigma) \cdot \text{epsilon} \quad (5)$$

Where epsilon is random normal $[0,1]$.

These latent variables have been learned by an encoder. The decoder part is the opposite of the encoder, where the sampled point is entered as input to the dense layer (fully connected) for decoding the values and the output of this layer will enter as input to the convolution layers. The result ($Y$) is compared with input image ($X$) by using equation (8) and compute the loss value by using equation (9), the kullback divergence value has computed by equation (6 and 7) [9]:

$$KL_{Loss} = 1 + (\sigma) - (\mu)2 - \exp(\sigma) \quad (6)$$

$$KL_{Loss} = -0.5 \cdot \text{mean} (KL_{Loss}) \quad (7)$$

$$Reconstructed_{Loss} = (X - Y)^2 \quad (8)$$

$$Loss\_Value = \text{mean} (Reconstructed\_Loss + KL\_Loss) \quad (9)$$

These steps repeated until reach to minimum loss value. The weights have been saved in file (vae-weights.h5).

CNN-VAE model has been illustrated in Fig.2. This model consist of two phases, training and prediction phases.
In the proposed system the process of generation is based on CNN-VAE model and on LSTM model. CNN-VAE model used to extract features and encoding it, after that the LSTM model has been used for training the encoding data (compressed data) to generate new frames. Fig. 3. Show the LSTM for training.

Fig. 2 - The Structure of proposed CNN-VAE Model
7.1 The Training System

In the proposed system there are two training: training the CNN-VAE model and training the LSTM model. In the training CNN-VAE model the CNN-VAE encoder includes three convolutions layers with different number of filters (32, 64 and 128) and filter size $3 \times 3$. The number of max pooling layers are three and two dense layers (fully connected layer) with number of nodes 128. The activation function which has been used with each convolution layer is Relu. In the CNN-VAE decoder the number of convolution layers are four with three upsampling layers and two dense layers, sigmoid activation function used in the last convolution layer.

In the LSTM training the input to this model is encoded representation which stored in file and three LSTM layers have been used in the training, each layer have 512 nodes and after each layer the coefficients have been dropout. The output of lstm entered as input to the fully connected with number of nodes 1000. The error value between the input ($Z$) and output ($Z'$) has been computed by MSE measure. The weights of this network has been stored in file (lstm_weight.h5).
7.2 The Testing (Prediction) System

In the testing or prediction phase the future frames have been generated by using the weights of cnn-vae model and weights of lstm-mdn model.

In the process of generation as in Fig. 4. The input frame will transformed from spatial domain to frequency domain by using haar wavelet transform equations (1 and 2) and normalized, the coefficients will be encoded by using equation (5) and predicted LSTM model the result will be the new predicted encoded samples these samples have been decoded by using CNN-VAE decoder and the same result will back to LSTM model as input to predict the next encoded samples. The CNN-VAE decoder produced new reconstructed image this image has been normalized to original range. The result image represent the LL band from the original image. Each of remaining bands (LH, HL and HH) have been training and predicted as the same steps which the LL band has been trained and predicted. All reconstructed bands (LL, LH, HL and HH) have been concatenated to produce the new image. This new image enter to the inverse wavelet transform using equations (3 and 4) to produce the new frame, these new frames have been converted to a video.

![Figure 4: The Structure of the proposed Generation Phase.](image-url)
8. The Results of Experiments

In this work the experiments have been implemented on two datasets Weizmann and KTH datasets. The motions which have been generated are walking and waving.

Below are the datasets which have been used in this work.

KTH dataset

This includes 6 types of actions (boxing, hand clapping, hand waving, jogging, running and walking). This dataset contain 699 action videos, these are taken by 25 various subjects with 4 scenarios (outdoors, outdoors with scale variations, outdoors with various clothes and indoors) [17]. This dataset is download from the website in reference [10], [2].

Weizmann dataset

This dataset consists of 10 classes of actions like "walking", "jogging", "waving" taken by 9 separate individuals to get a sum of 90 video clips. The video is shot with a static camera under a simple background [10], [3]. This database is downloaded from the website in reference [21].

In this work the wavelet transform has been implemented to transform the image from spatial domain to frequency domain the results of this implementation are show in Fig. 5:

![Wavelet Transform Result](image)

*Fig. 5. – (a) KTH dataset for waving motion; (b) Weizmann dataset for walking motion.*
In this work the experiments have been implemented on the subbands of transformed images in KTH dataset to generate new frames for waving motion and implemented on Weizmann dataset to generate walking motion by using the proposed system. The PSNR, MSE and similarity measures have been computed to measure the quality of new frames. Table 1. Show the quality measures, number of generated frames and time of each generated video measured in millisecond (ms). In this work we used 5 frames per second.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Motion</th>
<th>Video</th>
<th>No. of generated Frames</th>
<th>MSE</th>
<th>PSNR</th>
<th>Similarity</th>
<th>Time of video in (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weizmann Walking 1</td>
<td>25</td>
<td>Max=20.7</td>
<td>Min=7.46</td>
<td>Ave=9.51</td>
<td>Max=39.41</td>
<td>Min=0.98</td>
<td>Ave=0.96</td>
</tr>
<tr>
<td>Weizmann Walking 2</td>
<td>17</td>
<td>Max=13.27</td>
<td>Min=7.67</td>
<td>Ave=9.08</td>
<td>Max=39.29</td>
<td>Min=0.98</td>
<td>Ave=0.97</td>
</tr>
<tr>
<td>Weizmann Walking 3</td>
<td>17</td>
<td>Max=16.22</td>
<td>Min=11.59</td>
<td>Ave=13.99</td>
<td>Max=37.49</td>
<td>Min=0.97</td>
<td>Ave=0.97</td>
</tr>
<tr>
<td>KTH Waving 3</td>
<td>11</td>
<td>Max=12.34</td>
<td>Min=3.85</td>
<td>Ave=5.74</td>
<td>Max=42.27</td>
<td>Min=0.97</td>
<td>Ave=0.97</td>
</tr>
<tr>
<td>KTH Waving 4</td>
<td>11</td>
<td>Max=186.1</td>
<td>Min=5.61</td>
<td>Ave=60.61</td>
<td>Max=40.67</td>
<td>Min=0.97</td>
<td>Ave=0.97</td>
</tr>
</tbody>
</table>

Table 1 – The measures of quality frames

From Table 1, video 2 in Weizmann dataset gave best PSNR with best SSIM and low MSE value. Video 3 in KTH dataset gave best PSNR and SSIM with low MSE this is due to using wavelet transform which is reduced the dimension and removed the redundancy, so the prediction process has been implemented on each subband, this lead to reduce the training time.

The accuracy and loss value of CNN-VAE model training with number of epochs and batch size have been illustrated in Table 2 and in Fig. 6 and 7, the PSNR values for the two datasets have been illustrated in Fig. 8 and 9. Fig. 11. Show the qualitative comparison between the ground truth (original) frames and our proposed model.

<table>
<thead>
<tr>
<th>dataset</th>
<th>No. of Training Frames</th>
<th>No. of epochs</th>
<th>Batch size</th>
<th>Learning rate</th>
<th>Accuracy of Training</th>
<th>Loss value</th>
</tr>
</thead>
<tbody>
<tr>
<td>KTH</td>
<td>500</td>
<td>10000</td>
<td>10</td>
<td>0.0001</td>
<td>0.97</td>
<td>0.03</td>
</tr>
<tr>
<td>Weizmann</td>
<td>192</td>
<td>5000</td>
<td>5</td>
<td>0.0001</td>
<td>0.93</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 2 – The accuracy and loss value for the CNN-VAE model training.
Fig. 6. – The loss value of cnn-vae model of KTH dataset.

Fig. 7. – The loss value of cnn-vae model of Weizmann dataset.

Fig. 8. – The PSNR values for generated frames of Weizmann dataset.
**Fig. 9.** – The PSNR values for generated frames of KTH dataset.

**Fig. 10.** – The Comparison of PSNR values between conv lstm +res , mcnet+res and our model of KTH dataset.
Table 1, Fig. 8, 9 and 10 showed the system improved the PSNR values of the generated frames and the reconstructed frames have good quality comparison with other models results. In Fig. 10 the Conv LSTM+ res and MCnet models in the previous studies suffer from deformation over the time, while the proposed model maintained the quality of the frame and did not suffer from deformation over time.

Table 3. Illustrate some previous works comparison with our work.

<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Method</th>
<th>Dataset</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>Villegas et al.</td>
<td>MCnet model</td>
<td>KTH, Weizmann, UCF-101</td>
<td>PSNR  of KTH First frame=38.0 last frame=22.8, For Weizmann first frame=36.9 last frame=26.2</td>
<td>SSIM of KTH First frame=0.95 last frame=0.75, for Weizmann first frame=0.97 last frame=0.81</td>
</tr>
</tbody>
</table>
### Table 3 – The Comparable between Previous Works and Our Work (Proposed System)

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Methodology</th>
<th>Dataset</th>
<th>Performance Measure</th>
<th>SSIM of KTH first frame</th>
<th>SSIM of KTH last frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>Y. Wang, et al.</td>
<td>Spatio-temporal LSTM with gate controller dual memory structure</td>
<td>Moving Minst, KTH and Radar echo</td>
<td>PSNR of first frame=33.8, last frame=26.7</td>
<td>KTH</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>K. Xu et al.</td>
<td>CONV LSTM for edge guided prediction</td>
<td>KTH</td>
<td>PSNR of first frame=33.1 and last frame=24.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>Y. Li et al.</td>
<td>Optical flow with conditional VAE</td>
<td>KTH, Waving Flag and Floating Cloud</td>
<td>SSIM of KTH first frame= 0.97 and last frame=0.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2021</td>
<td>Our Proposed System</td>
<td>Wavelet Transform with CNN-VAE model</td>
<td>KTH and Weizman</td>
<td>PSNR of KTH first frame=40.67 and last frame=39.54, for Weizmann first frame=0.98 and last frame=0.97</td>
<td>SSIM of KTH first frame= 0.97 and last frame=0.92, for Weizmann first frame=0.98 and last frame=0.97</td>
<td></td>
</tr>
</tbody>
</table>

### 9. Conclusion

In this work the features have been extracted and encoded based on frequency domain by using the wavelet transform with CNN-VAE model. Haar wavelet transform reduced the dimensionality of the input image to the CNN VAE model and reduced the training time. The LSTM model used to train the encoded data and used the lstm weights for prediction the new encoded data and decoded it to produce new frames to construct video (long term prediction video). The proposed system achieved good results in PSNR, MSE and SSIM comparison with other models (Conv LSTM+res and MCnet) models. By the proposed system the time of video which has been generated is longer than generated video by the other models and the prediction video from the proposed system did not suffer from deformation and blurring over time.
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